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Azure Red Hat OpenShift
Fully managed Red Hat OpenShift service

Jointly engineered, operated, and supported by both
Microsoft and Red Hat with an integrated support experience

Enterprise-grade operations, security and compliance

gcg Deploy your business-critical apps with confidence with an industry-leading
SLA of 99.9% availability

Build, deploy and scale apps with Empowering developers to innovate

confidence ! Promote developer productivity with built-in ClI/CD pipelines, then easily
In just minutes, deploy enterprise- connect your applications to hundreds of Azure services such
grade Red Hat OpenShift clusters on as MySQL, PostgreSQL, Redis, Cosmos DB, and more
Azure

Scale on your terms
Start a highly available cluster with four application nodes in a few minutes,
then scale as your application demand changes; plus, get your choice of

standard, high-memory, or high-CPU application nodes
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Running your own Red Hat OpenShift cluster

Responsibilities @ Azure Active y  Azure Key
App Directory ~  Vault
User definition
User management
R 0= > O OpenShift APl/administration console App 1 App 2
Project and quota management
D
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Application lifecycle
Cluster creation Public IP Public IP Public IP
Cluster management @ Azure Load Azure Load
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Simplify cluster operations with Azure Red Hat OpenShift

Responsibilities Azure Active (" Azure Key
App Directory -/ Vault
User definition
User management
R 0= > O OpenShift APl/administration console App 1 App 2

Project and quota management
Application lifecycle

Cluster creation

Let Microsoft and Red Hat...

Manage all your clusters Monitor and operate your VMs

Cluster management
Monitoring and logging
Secure your nodes Manage environment patches

Network configuration

Software and security updates

Platform support

Customer . Microsoft and Red Hat
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Azure Red Hat OpenShift features

Flexible, self-service deployment
@ Create fully managed OpenShift clusters
in minutes

Cluster node scaling
@ ctasily add or remove compute nodes to match resource
demand

Azure Active Directory integration
‘ Use Azure Active Directory to control access to your cluster
with an integrated sign-on experience

Fully managed clusters

‘ Master, infrastructure, and application nodes are managed
by Microsoft and Red Hat; plus, no VMs
to operate and no patching required

Virtual Network integration

. Deploy your cluster into a new VNet, then use
VNet peering to connect to your existing VNet
and on-premises networks

Azure Red Hat OpenShift

High availability
Multiple masters and infrastructure nodes help ensure
your cluster has no single point of failure

First party Azure service
Clusters are deployed into your Azure subscription and

included on your Azure bill

Persistent storage volumes

Azure Disk is pre-configured as the default storage class,
providing dynamically provisioned Premium SSD'’s on-
demand

Unified support
Jointly engineered, operated, and supported by Microsoft
and Red Hat with an integrated support experience
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Enterprise-grade operations, security, and compliance



Flexible, self-service deployment

Create fully managed OpenShift clusters
in minutes using az openshift create
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Azure Active Directory integration—integrated sign-on

B® Microsoft

Sign in

tmail, phone, or Sk*ype

Can't access your account?
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Virtual Network integration

On-premises

infrastructure
. . Azure VNet A : Enterprise :
Deploy clusters into Virtual Network, then use fm o , L aem |
‘ Red Hat Backend l— A — 5 '
VNET peering to connect to your networks Openshift subnet Services subnet e+ |EFF
( L ) Express :_________J'
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Unified support and operations Site Rliabity

Engineers
Jointly engineered, operated, and supported by | |
. Microsoft Help + Red Hat Customer
Microsoft and Red Hat Sipbart Portal
Flexibility in
N N
« In-portal integrated support experience is available 24x7 —v| |e 20ppart chahnels —_
—_V > —_V
—V SSO access to -V
« 1SO 27001 compliant B2B communication channel l Red Hat support l
. Co-located support with Red Hat on-site team Microsoft Azure Red Hat
Support Support
« Integrated case systems R Cross-product support R
«  Microsoft and Red Hat security response team collaboration
sessaiie oY iatines

Case exchange platform

A 4
@ Cross-team hand off @
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Hardened enterprise security for Kubernetes

OpenShift is Kubernetes for the enterprise

« Authentication: Use Azure Active Directory to access the cluster Kubernetes OpenShift release
release 1-3 months

s TLS support: Strong encryption with TLS 1.2 by default ha rdening G

«  Bring your own certificates and key rotation: Ability @ mm e e e —>

to bring your own certificates and rotate keys when necessary

«  Virtual Network integration: Deploy your cluster into a new Security fixes ® Hundreds of defect and performance fixes

Virtual Network, then use VNET peering to connect to your 200+ validated integrations e Certified Kubernetes
existing Virtual Network and on-premises networks
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Comprehensive container security

Container content Cl/CD pipeline
Control } /CD pip
Application security Container registry Deployment policies
Audit & loggin Container platform Storage
Defend = > 2
Infrastructure Network isolation Container host multi-tenancy APl management
Extend } Security ecosystem
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Empowering developers to innovate



Familiar Red Hat OpenShift developer experience

[ Welcome to OpenShift X -

C @ @ NotSecure | ruby-ex-example.51fb88ee0e7849ca8c28.eastus.azmosa.io

Use the tools and commands you already know

. . Welcome to your Ruby application on OpenShift
oc login <cluster endpoint> --token=<token>

OC nhew- pr'oject example Deploying code changes Managing your application

The source code for this application is available to be forked from the Documentation on how to manage
OpenShift GitHub repository. You can configure a webhook in your Console or Command Line is availabl
repository to make OpenShift automatically start a build whenever you
push your code:

oc new-app <path to source code>

oc expose svc/ruby-ex

Web Console
You can use the Web Console to \
1. From the Web Console homepage, navigate to your project components and launch new builds.
2. Click on Browse > Builds
3. From the view for your Build click on the button to copy your
GitHub webhook Command Line
4. Navigate to your repository on GitHub and click on repository With the OpenShift command line
settings > webhooks applications and manage projects fror

5. Paste your webhook URL provided by OpenShift — that's it!

After you save your webhook, if you refresh your settings page you can
see the status of the ping that Github sent to OpenShift to verify it can Devebpment Resources
reach the server. « OpenShift Documentation

« Openshift Origin GitHub
« Source To Image GitHub
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Made for developer productivity

> Build
Self-service Consistent
Provisioning environments

Code

a

Spring & Java EE

Languages

> Test P Deploy
& I
Automated Cl/CD Configuration App logs &
build & deploy pipelines management metrics
Review = Monitor
Microservices Functions

Databases

Application services

£ RedHat
OpenShift

Azure Red Hat OpenShift
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Scale on your terms



Cluster node scaling

Easily add or remove compute nodes to match

resource demand using az openshift scale Application nodes

Node 1 Node 2 Node 3 Node 4 Node 5 Node 6

o] [g] o] [g] (e [e]
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Azure Red Hat OpenShift

Azure Red Hat OpenShift roadmap

Regulatory compliance
Azure Red Hat OpenShift will be compliant with SOC, ISO,
PCI DSS, HIPAA, and more

Private clusters
Create fully managed OpenShift clusters on
your own private VNET with no public endpoints

BYOK for encryption at rest
Bring your own encryption keys for
encrypting data on the OS and Data Disks

Certification rotation
Support certificate rotation

OpenShift 4.x support
Ability to migrate from OpenShift 3.11

Windows Containers Integration
Customers will be able to deploy Windows Containers and
manage them from the OpenShift control plane

Multi-AZ stretched clusters
Support the ability to deploy OpenShift in multiple
availability zones based on availability in Azure regions

Active Directory group sync
Control access to your cluster using Azure
Active Directory group membership

Multiple node pool support
Support for multiple node pools

Cluster auto-scaling
Ability to auto-scale the clusters on-demand

Operator/CRD support
Support for Operator and custom CRDs
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